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Abstract: 

ABSTRACT This invention illustrates an optimal cluster based spectrum sensing and resource allocation (OCSR) methodology for cognitive radio networks to overcome the
challenge in the spectrum sensing. Spectrum sensing, mobility, sharing, and management are common parameters that are considered in cognitive radio network. The pro
system consist of different optimization process. The first contribution of OCSR is for the cluster process which uses equilibrium whale optimization (EWO). The cluster pro
includes the division of channels into occupied sub-band set (OSS) and the idle sub-band set (ISS). The second contribution is for spectrum sensing problems and the spec
sensing is used to improve the detection performance. The technique proposed is the isolated K-best detectors. The third contribution is for prioritization of the traffic leve
technique used for the prioritization of the traffic levels is differential evolution algorithm. This methodology is implemented into any wireless network where spectrum sh
necessary for effortless and inexpensive communication.
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WE CLAIM THAT 
1.   A cluster-based cooperative spectrum sensing methodology.for.cognitive radio systems where each cluster head collects energies of a reporting channel measured b
cognitive users within the cluster and decides whether a primary user is absent from a given spectrum 
2.   As claimed in Claim - 1, the methodology conducts a radio scene analysis to ascertain existing signals in the signal space arid to predict where the signals will exist in t
future and the subject system predicts holes corresponding to White space or Grey space, then the cognitive radio or software-defined radio is configured to transmit sig
in the unoccupied part of the spectrum which permits increased use of the spectrum 
3.   As claimed in Claim - 1, the the methodologies includes techniques including the 3G:PP"(the 3rd~Generation Partnership Project) LTE (Long Term Evolution) technique
4.   The methodology configured' is made capable to communicate with other radios the cognitive radio gets the information of the global radio and the differential evolu
algorithm divides the cognitive radios in a network into sub-levels which will decrease the scanning time of the cognitive radio. 
5.   In the system three techniques is used in combination for optimal spectrum sensing consisting of equilibrium whale optimization (EWO) algorithm for clustering proc
isolated K-best detector is used for spectrum sensing problems, and the differential evolution algorithm used for prioritizing the traffic levels. 
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Abstract: 

This invention consists of a design of microstrip patch antenna using the geometry of Golden Ratio to overcome the disadvantage of narrow impedance bandwidth disadv
of patch antenna. The L shaped stub is attached to this antenna which results into a dual band and compact operation of antenna which can be used for wireless
communications. The GSA antenna helps to give wider bandwidth with a gain of 2.3dbi and correspondingly GSAs gives dual bandwidth of operation at 5.9 and 2.4GHz
respectively which may be used for ISM band applications.
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WE CLAIM THAT 
1. A dual-band printed antenna with a modified golden square GSMS A that has efficient operational features namely, gain greater than OdB, almost uniform space 
distribution of the radiated power, small reflection coefficient at the feeding port. 
2. As claimed in Claim — 1, the length of the patch antenna equal to the width and etching out remaining extra copper material from the RMSA and attaching an L shap
stub the geometry of the antenna called as Golden square antenna with stub (GSAS), width of the stub being 7mm and length 11.33mm and surface area thickness being
0.5mm. 
3. As claimed in Claim - 1, the antenna gives a dual band resonating at 5.9 and 2.4GHz respectively with return loss of -28.15, bandwidth of 224MHz and gain of 2.5dbi 
5.9GHz and at 2.4Ghz return loss is -22.19 bandwidth of 45MHz gain of -8.7dbi with size reduction of 61.5%. 
  
FIELD OF THE INVENTION AND USE OF INVENTION 
[0001] This invention relates to the field of electronics and communication engineering more particularly to the making of efficient microstrip patch antennas so as to 
improve the overall performance by introducing a plurality of converging perturbations about the perimeter of the patch so that the flow of electromagnetic current 
progressing along the perimeter of the patch is perturbed and results in an effective electromagnetic length substantially greater than the actual physical diameter of the
patch Here in the antenna L shaped stub is attached which results into a dual band and compact operation of antenna which can be used for wireless communications
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Patent Title: IML- Data Cleaning: INTELLIGENT DATA CLEANING USING MACHINE 

LEARNING PROGRAMMING.  

ABSTRACT 

Our invention" IML- Data Cleaning "is a system and article of manufacture enabling 

adapting to a shift in document content and also the instructions for receiving at least one 

labeled mapped seed document receiving unlabeled mapped documents receiving at least 

one predetermined cost factor training data a transductive classifier using the at least one 

predetermined cost factor calculated data and at least one seed document and the 

unlabeled documents. The invention also classifying the unlabeled documents having a 

confidence level above a predefined threshold into a plurality of indexing and categories 

using the classifier reclassifying at least some of the categorized documents into the 

categories using the classifier and outputting identifiers of the categorized documents to 

at least one of a user another system and another process. The invented systems and 

articles of also manufacture for separating documents are also presented and the systems 

and articles of manufacture for document searching are also presented a business and 

other information service provides data cleansing to correct and update both domestic 

and global addresses. The invented system a integrate and combination of processes 

generates cleansed data for input into a matching and mapping process and the matching, 

the mapping process matches information about a business. The invented technology data 

cleaning process includes the steps of validating data loaded from at least two source 

systems appending the validated data to a normalized data cleaning repository selecting 

the priority of the source system creating a clean database; loading the consistent, 

normalized, and cleansed data from the clean database into a format required by data 

systems and software tools using the data. The invented technology also creating reports 

and updating the clean database by a user without updating the source systems. The data 

cleaning process distributed and collecting, analyzing data from available sources for 

optimization models enabling consistent analysis. The invented technology the data 

cleaning process further provides complete auditability to the inputs and outputs of data 

systems and software tools that use a dynamic data set.  
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FIELD OF THE INVENTION 

Our invention "IML- Data Cleaning "is related to intelligent data cleaning using machine 

learning programming and also relates to methods and apparatus for data classification 

and novel applications using machine learning techniques. The t invention also provides a 

business information service, and more particularly, to cleansing data associated with 

customer lists.  

BACKGROUND OF THE INVENTION 

The invention generally relates to data processing and management processes and, more 

particularly, to an adaptive data cleaning process and system. [003] The quality of a large 

real world data set depends on a number of issues, but the source of the data is the crucial 

factor. Data entry and acquisition is inherently prone to errors both simple and complex.  

Much effort is often given to this front-end process, with respect to reduction in entry 

error, but the fact often remains that errors in a large data set are common. The field 

error rate for a large data set is typically around 5% or more.  

Up to half of the time needed for a data analysis is typically spent for cleaning the data.  

Generally, data cleaning is applied to large data sets. Data cleaning is the process of 

scrubbing data to improve accuracy of a large data set. Ideally, data cleaning should be 

able to eliminate obvious transcription errors, to correct erroneous entries, such as 

erroneous part numbers or invalid codes, to update missing data, such as pricing or lead 

times, and to recognize that there may exist multiple sources and definitions of data.  

Effective data cleaning should incorporate electronic notes to explain the rational for rule 

based or manual selections, should provide an audit trail, and should be easy to operate.  

Data cleaning is often done using a manual process, which is laborious, time consuming, 

and prone to errors. Consequently, methods that enable automated detection of errors in 

large data sets or that assist in detecting errors are of great interest. The process of 

automated data cleaning is typically multifaceted and a number of problems must be 

addressed to solve any particular data cleaning problem. Generally, possible error types 

need to be defined and determined, a search for errors needs to be conducted and the 

errors need to be identified, and the uncovered errors need to be corrected. [005] For 

example, current supply chain software solution vendors, such as i2 Technologies, IBM, 

Manugistics, MCA Solutions, Systems Exchange, or Xelus have well developed and thought 

outinternaldatastructures.  

These structures must be mapped to a customer's source system and must be updated on 

a periodic basis. The mapping is "hardwired" during implementation, requiring recoding 

when sources or business rules change. Furthermore, the development of an intermediate 

database that stores customer data prior to loading into the supply chain software is often 
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needed. Also, current supply chain software solutions do not support archiving results, 

archiving the inputs that lead to the results, or versioning data over time. This prevents a 

customer from auditing the decision process which leads, for example, to the stocking 

recommendations for a piece of heavy equipment, such as aircraft, trucks, ships or 

machinery. With service part stock levels for repairable items, such as heavy equipment 

having a long life, running into the tens to hundreds of millions of dollars, auditability is 

an important requirement for many customers.  

Extract, Transform, and Load (ETL) tools are typically used to bridge the gap between 

source systems and an intermediate database. ETL tools are used to convert data from 

one operating system and brand of database software to another. ETL tools apply limited 

business rules to transform and filter data. ETL tools are not designed to handle multiple 

sources of the same data. Furthermore, when business rules are applied to multiple 

sources of data, they are applied during the data collection process, which precludes later 

visibility of changes to more than one source of data. ETL tools also do not support 

versioning of data, which includes tracking changes in data over time.  

In 2000, Ventana Systems, Inc, Harvard, Massachusetts, U.S.A., developed a data cleaning 

solution for The Boeing Company, Long Beach, California, U.S.A. for the supply software 

solution for the C-17 airlift program. This prior art cleaning solution is written in Oracle 

and C++, with an Excel-like user interface. The data cleaning solution advances the prior 

art by allowing users to change data in a database and color-coding the data that was 

changed, by developing a way to allow changes to data to persist over time using simple 

decision tree logic, and by allowing users to select the data elements, which they wish to 

clean. Still, this prior art data cleaning solution incorporates several limitations. For 

example, the supply chain software solution uses global variables that can be changed by 

any routine versus using data encapsulation, the data cleaning solution uses a complex 

internal data structure that makes it difficult to maintain, and the loading of the data by 

the application must adhere to a strict procedure or the data may become corrupted.  

As can be seen, there is a need for a method for data cleaning that is automated and 

enables selection of data from multiple sources. Furthermore, there is a need for a data 

cleaning process that allows support for archiving results, archiving the inputs that lead 

to the results, or versioning data over time. Still further, there is a need for a data cleaning 

process that can be easily implemented into existing data management systems.  

There has, therefore, arisen a need to provide a process for data cleaning that offers 

standardized procedures, that complements corporate common data warehouse projects, 

and that selects data from multiple sources. There has further arisen a need to provide a 

process for data cleaning that recognizes that different customers may need to see 

different sources of ostensibly the same data element, and that there may exist multiple 

versions of what should theoretically be the same data. There has still further arisen a 
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need to provide a process for adaptive data cleaning that enables archiving both the data 
used for an analysis and the results of the analysis.  

How to handle data has gained in importance in the information age and more recently 
with the explosion of electronic data in all walks of life including, among others, scanned 
documents, web material, search engine data, text data, images, audio data files, etc. One 
area just starting to be explored is the non-manual classification of data. In many 
classification methods the machine or computer must learn based upon manually input 
and created rule sets and/or manually created training examples. In machine learning 
where training examples are used, the number of learning examples is typically small 
compared to the number of parameters that have to be estimated, i.e. the number of 
solutions that satisfy the constraints given by the training examples is large. A challenge 
of machine learning is to find a solution that generalizes well despite the lack of 
constraints. There is thus a need for overcoming these and/or other issues associated 
with the prior art.  

PRIOR ART SEARCH 

US5506897A *1993-02-221996-04-09Murex Securities, Ltd. Automatic routing system 
for telephonic services.  
WO2001029780A11999-10-192001-04-26Stamps.ComAddress matching system and 
method.  
US6272495B1*1997-04-222001-08-07Greg Hetherington Method and apparatus for 
processing free-format data.  
US6311178B1*1997-09-292001-10-30Webplus, Ltd. Multi-element confidence matching 
system and the method therefor.  
US20020059142A1*2000-04-212002-05-16Robert Krause Systems and methods for 
providing change of address services over a network.  
US6457012B1 *1997-06-102002-09-24Pitney Bowes Inc. Method and system of updating 
address records utilizing a clientserver interface.  
US20020136381A1 *1996-06-102002-09-26Shaffer James D. One number, intelligent call 
processing system.  
W02002077769A22001-03-232002-10-03United States Postal Service Residential 
delivery indicator.  
US3195107A *1961-01-241965-07-13Siemens Ag Secured transmission of coded binary 
symbols.  
US5287363A*1991-07-011994-02-15Disk Technician Corporation System for locating 
and anticipating data storage media failures.  
US5574898A*1993-01-081996-11-12Atria Software, Inc. Dynamic software version 
auditor which monitors a process to provide a list of objects that are accessed.  
US5491818A*1993-08-131996-02-13Peoplesoft, Inc. System for migrating application 
data definition catalog changes to the system level data definition catalog in a database.  
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US5745753A*1995-01-241998-04-28Tandem Computers, Inc. Remote duplicate 

database facility with database replication support for online DDL operations.  

SE509645C2*1996-02-081999-02-l5Ericsson Telefon Ab L MA method for 

simultaneously with protocol-based functional changes in a database to perform 

verification of the converted data.  

US20080086432A1*2006-07-122008-04-lOSchmidtler Mauritius A RData classification 

methods using machine learning techniques.  

US20100169250A1*2006-07-122010-07-01Schmidtler Mauritius A RMethods and 

systems for transductive data classification.  

US20110196870A1 *2006-07-122011-08-11Kofax, Inc. Data classification using machine 

learning techniques.  

US20120237116A1*2011-03-182012-09-20Jing Xiao Identifying Text Pixels in Scanned 

Images.  

US20130073514A1*2011-09-202013-03-21Microsoft Corporation Flexible and scalable 

structured web data extraction.  

US8855375B22012-01-122014-10-07Kofax, Inc. Systems and methods for mobile image 

capture and processing.  

US8885229B12013-05-032014-11-llKofax, Inc. Systems and methods for detecting and 

classifying objects in video captured using mobile devices.  

OBJECTIVES OF THE INVENTION 

1. The objective of the invention is to a system and article of manufacture enabling 

adapting to a shift in document content and also the instructions for receiving at 

least one labeled mapped seed document receiving unlabeled mapped documents 

receiving at least one predetermined cost factor training data a transductive 

classifier using the at least one predetermined cost factor calculated data and at 

least one seed document and the unlabeled documents.  

2. The other objective of the inventionistotheinvention also classifying the 

unlabeled documents having a confidence level above a predefined threshold into 

a plurality of indexing and categories using the classifier reclassifying at least some 

of the categorized documents into the categories using the classifier and 

outputting identifiers of the categorized documents to at least one of a user 

another system and another process.  

3. The other objective of the invention is to the invented systems and articles of also 

manufacture for separating documents are also presented and the systems and 

articles of manufacture for document searching are also presented a business and 

other information service provides data cleansing to correct and update both 

domestic and global addresses.  

4. The other objective of the invention is to the invented system a integrate and 

combination of processes generates cleansed data for input into a matching and 
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mapping process and the matching, the mapping process matches information 
about a business.  

5. The other objective of the invention is to the invented technology data cleaning 
process includes the steps of validating data loaded from at least two source 
systems appending the validated data to a normalized data cleaning repository 
selecting the priority of the source system creating a clean database loading the 
consistent, normalized, and cleansed data from the clean database into a format 
required by data systems and software tools using the data.  

6. The other objective of the invention is to the invented technology also creating 
reports and updating the clean database by a user without updating the source 
systems. The data cleaning process distributed and collecting, analyzing data from 
available sources for optimization models enabling consistent analysis.  

7. The other objective of the invention is to the invented technology the data cleaning 
process further provides complete auditability to the inputs and outputs of data 
systems and software tools that use a dynamic data set.  

SUMMARY OF THE INVENTION 

A method for data cleansing at least one input address is received the input address is 
compared to at least one standard and a single best address corresponding to the input 
address is provided based on the comparison. In some embodiments, the single best 
address is matched to a database having unique business identifiers associated with 
addresses to find a matching address, which is provided. In some embodiments, the 
database is an advanced office system (AOS). In some embodiments, a match project 
analysis report is provided.  

The input address is converted to a predetermined record layout, before comparing it to 
the standard. In some embodiments, the input address is associated with at least one code 
that is used to determine the single best address. In some embodiments, the input address 
is associated with at least one score that is used to determine the single best address. In 
some embodiments, the standard is at least one of the following: ZIP+4 coding, coding 
accuracy support system (CASS), Locatable Address Conversion System (LACS), delivery 
sequence file (DSF), and National Change of Address (NCOA). In some embodiments, a 
report is provided. In some embodiments, the report is a postal summary report or a pre
audit report. In some embodiments, at least one status notification is sent to the user, who 
supplied the input address.  

A system for data cleansing comprising a pre-auditor, a verifier, a vendor interface, and a 
user interface. The pre-auditor is for generating a report having a number of views of an 
input address file, which contains a plurality of addresses. The verifier is for finding and 
removing any invalid records from the input address file. The vendor interface is for 
sending the input address file and an order to at least one vendor and for receiving an 
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output file from the vendor(s). The user interface is for providing a single best address for 

each address in the input address file.  

The system includes a matcher for attempting to match any address in the output file or 

the invalid records to a matching address in a database that contains unique business 

identifiers associated with addresses. The system includes an investigator for 

investigating any address not matched, upon request. In some embodiments, the pre

auditor calculates a plurality of counts associated with the input address file. In some 

embodiments, the input address file includes a plurality of records and each record 

includes a plurality of fields. In some embodiments, the counts are at least one of the 

following: a number of distinct values by field, a missing field count, a total number of 

records, or a percent of distinct values. In some embodiments, the views are one of the 

following: alphabetical, most frequent content, and alpha characters only. In some 

embodiments, the vendor standardizes addresses using one of the following: Locatable 

Address Conversion System (LACS), delivery sequence file (DSF), and National Change of 

Address (NCOA).  

A machine readable medium having instructions stored thereon to perform a method for 

data cleansing. A machine readable medium is any storage medium, such as a compact 

disk (CD). At least one input address is received. The input address is compared to at least 

one standard and a single best address corresponding to the input address is provided 

based on that comparison. In some embodiments, the single best address is matched to a 

database having unique business identifiers associated with addresses to find a matching 

address and a matching address is provided.  

The invention, a data cleaning process comprises the steps of: validating data loaded from 

at least two source systems using data formatting utilities and data cleaning utilities; 

appending the validated data to a normalized data cleaning repository; selecting the 

priority of the source systems; creating a clean database; creating and maintaining a 

cross-reference between the unique data identifiers; loading consistent, normalized, and 

cleansed data from the clean database into a format required by data systems and 

software tools using the data; creating standardized data cleaning and management 

reports using the consistent, normalized, and cleansed data; and updating the consistent, 

normalized, and cleansed data by a user without updating the source systems. The clean 

database contains unique data identifiers for each data element from the at least two 

source systems.  

The invention, a data cleaning process for a supply chain comprises the steps of: loading 

data from multiple source systems to a master table of data elements and sources; 

selecting precedence of the source systems; reviewing high driver and error reports; 

cleaning logistics data contained in the master table of data elements and sources; 

approving consistent, normalized, and cleansed data of the master table of data elements 
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and sources and providing the cleansed data to data systems and software tools using the 

data; initiating inventory optimization of stock level and reorder points using a strategic 

inventory optimization model using the cleansed data; providing spares analysis 

including stock level and reorder point recommendations; archiving supporting data for 

customer audit trail; creating reports; and purchasing spares to cover shortfalls according 

to the reports.  

The invention, a data cleaning system includes data formatting utilities, data cleaning 

utilities, a normalized data cleaning repository, source prioritization utilities, a clean 

database, cross-reference utilities, and a data cleaning user interface. The data formatting 

utilities are used to validate data downloaded from at least two source systems. The data 

cleaning utilities are used to clean the data. The source prioritization utilities are used to 

select the priority of the at least two source systems. The normalized data cleaning 

repository receives the formatted and cleansed data. The clean database combines the 

cleansed and prioritized data. The clean database is a single source of item data 

containing the best value and unique data identifiers for each data element. The cross

reference utilities are used to create and maintain a cross-reference between the unique 

data identifiers. The data cleaning user interface enables a user to update the clean 

database.  

These and other features, aspects and advantages of the present invention will become 

better understood with reference to the following drawings, description and claims. A 

system and article of manufacture for adapting to a shift in document content according 

to one embodiment of the present invention includes instructions for: receiving at least 

one labeled seed document; receiving unlabeled documents; receiving at least one 

predetermined cost factor; training a transductive classifier using the at least one 

predetermined cost factor, the at least one seed document, and the unlabeled documents; 

classifying the unlabeled documents having a confidence level above a predefined 

threshold into a plurality of categories using the classifier; reclassifying at least some of 

the categorized documents into the categories using the classifier; and outputting 

identifiers of the categorized documents to at least one of a user, another system, and 

another process.  

A system and article of manufacture for separating documents according to another 

embodiment of the present invention includes instructions for: receiving labeled data; 

receiving a sequence of unlabeled documents; adapting probabilistic classification rules 

using transduction based on the labeled data and the unlabeled documents; updating 

weights used for document separation according to the probabilistic classification rules; 

determining locations of separations in the sequence of documents; outputting indicators 

of the determined locations of the separations in the sequence to at least one of a user, 

another system, and another process; and flagging the documents with codes, the codes 

correlating to the indicators.  
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A system and article of manufacture for document searching according to another 

embodiment of the present invention includes instructions for: receiving a search query; 

retrieving documents based on the search query; outputting the documents; receiving 

user-entered labels for at least some of the documents, the labels being indicative of a 

relevance of the document to the search query; training a classifier based on the search 

query and the user-entered labels; performing a document classification technique on the 

documents using the classifier for reclassifying the documents; and outputting identifiers 

of at least some of the documents based on the classification thereof.  

BRIEF DESCRIPTION OF THE DIAGRAM 

FIG.1: Data Cleaning Block Diagram.  

Fig.2: Data cleaning Process.  

FIG.3: Data Cleaning importance.  

FIG. 4: is a control flow diagram for the classification of unlabeled data in accordance with 

one of the invention using a scaled cost factor.  

FIG. 5: is a control flow diagram for the classification of unlabeled data in accordance with 

one of the invention using user defined prior probability information.  

FIG. 6: is a detailed control flow diagram for the classification of unlabeled data in 

accordance with one embodiment of the invention using Maximum Entropy 

Discrimination with scaled cost factors and prior probability information.  

FIG. 7: is a network diagram illustrating a network architecture in which the various 

described herein may be implemented.  

FIG. 8: is a system diagram of a representative hardware environment associated with a 

user device.  

FIG. 9: is a block diagram representation of the apparatus of one embodiment of the 

present invention.  

FIG. 10: is a flowchart, a classification process.  

FIG. 11: is a flowchart, a classification process performed by in accordance with one 

embodiment.  

DESCRIPTION OF THE INVENTION 
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The following detailed description is of the best currently contemplated modes of 

carrying out the invention. The description is not to be taken in a limiting sense, but is 

made merely for the purpose of illustrating the general principles of the invention, since 

the scope of the invention is best defined by the appended claims.  

Broadly, the invention provides an adaptive data cleaning process and system that 

standardizes the process of collecting and analyzing data from disparate sources for 

optimization models. The present invention further generally provides a data cleaning 

process that provides complete auditability to the inputs and outputs of optimization 

models or other tools or models that are run periodically using a dynamic data set, which 

changes over time. The adaptive data cleaning process and system as in one embodiment 

of the present invention enables consistent analysis, eliminates one-time database coding, 

and reduces the time required to adjust to changing data sources, and may be used, for 

example, for inventory optimization models or during the development of supply chain 

proposals. One embodiment of the present invention provides a data cleaning process 

that is suitable for, but not limited to, applications in aircraft industry, both military and 

commercial, for example for supply chain management.  

The invention provides a data cleaning process that is further suitable for, but not limited 

to, applications in industries that utilize heavy equipment having a long life. The data 

cleaning process as in one embodiment of the present invention may be used where a 

large database needs to be managed, where the database receives data from multiple 

sources, for example, large corporations that need to combine data from several sub 

organizations, and where the data to be managed relate to high value goods, such as 

heavy equipment in transportation industries. The data cleaning process as in one 

embodiment of the present invention may further be used, for example, for inventory 

management, order management, consumer data management, or in connection with 

industrial maintenance.  

The invention provides a data cleaning process that selects data from multiple sources 

and uses heuristics based on precedence to select the best source from the multiple 

sources and to select the best value for forecasting. Existing ETL (Extract, Transform, and 

Load) tools are not designed to handle multiple sources of the same data. Current ETL 

tools may load data from multiple sources but require a software developer or user to 

create custom logic to select one source over another.  

Furthermore, sources may not be added or deleted after initial implementation of a 

typical ETL tool without manual intervention of a software developer or user. Contrary to 

the prior art, the data cleaning process, as in one embodiment of the present invention, 

allows unlimited numbers of data elements and sources to be added or dropped at any 

time. Contrary to prior art data cleaning processes, the data cleaning process as in one 

embodiment of the present invention may recognize that different users, such as 
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customers, may need to see different sources of ostensibly the same data element, such as 

a unit price, which may have an internal value for buying a part and an external value for 

selling the part. For this example, both values of the price are valid and which one is used 

depends upon the application.  

The data cleaning process as in one embodiment of the present invention may have the 

ability to display multiple values for selected data elements from different sources. The 

user may override the original selection with information that may be more accurate than 

the information in the source system. Unlike traditional databases, where only one value 

for each data element is visible, the data cleaning process as in one embodiment of the 

present invention may provide versioning to previous values and traceability to all 

versions of each data element available from different source systems.  

The invention provides a data cleaning process that has the ability to capture and identify 

all changes being made to data elements in the data repository area, and redisplay the 

changes back to the user. Information about changes to the data element, regardless if the 

changes are screen changes or mass updates, may be captured by tracking the user 

changing the data, the date of the change, and comments including why changes were 

done. This is an advantage over prior art data cleaning processes, which generally allow 

only flagging the suspected data and which generally require the change to be made to the 

system of record. In many cases, the system of record is a customer database, or a 

departmental database, that the data cleaner does not have update authority for. As a 

result, prior art data cleaning solutions which force the user to update the system of 

record are often impractical. Contrary to the prior art, the data cleaning process as in one 

embodiment of the present invention provides dated versioning to both input and 

outputs to computer models, tracking changes to data over time.  

Existing ETL tools do not support versioning data over time. The data cleaning process, as 

in one embodiment of the present invention, allows auditability of both results and the 

data and data sources upon which the results were based. The data cleaning process, as in 

one embodiment of the present invention, further ensures data integrity by screening the 

data against user definable business rules. Furthermore, the data cleaning process, as in 

one embodiment of the present invention, allows user additions and deletions, for 

example, to part numbers from source systems, maintaining traceability to what was 

added and flagging deleted data for traceability, rather than physically deleting the data.  

Consequently, data is electronically tagged as deleted, but not physically removed from 

the data repository. Still further, the data cleaning process, as in one embodiment of the 

present invention, adds automated notes, and allows for manual notes, which may be 

attached to each data element and provide information on automated processing, format 

conversions, and other data quality information. This provides auditability when data 

must be converted for an analysis, for example, when normalizing currency from Great 

Britain Pounds to United States Dollars.  
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The invention provides a data cleaning process that may be used, for example in 

connection with supply chain software tools and that may allow archiving and sharing the 

results of such supply chain software tools. Currently existing data repositories will store 

current input data required to perform an analysis. The data cleaning process, as in one 

embodiment of the present invention, will allow archiving both the data used at the time 

the analysis was performed, and the results of the analysis. This provides complete 

auditability to the source of data and the model results based upon that data. This is 

important, for example, for government supply chain contracts and commercial contracts, 

where auditability to the rationale behind the purchase of costly maintenance spares is 

required. There are no known supply chain tools which support archiving of data and 

results.  

The data cleaning process, as in one embodiment of the present invention allows 

thresholds and triggers to be established at the data element level providing alerts, which 

notify, for example, asset managers and data owners that specific data elements are 

suspect and should be reviewed. These thresholds are particularly important when large 

amounts of data are being updated, as it may be physically impossible as well as error 

prone to scan each and every data element for errors. Furthermore, the data cleaning 

process, as in one embodiment of the present invention provides defaults to fill in critical 

missing data, while flagging the missing data for manual review. This makes it more likely 

that all parts will be included in an analysis, compared with traditional solutions of 

deleting an entire item if any data element for that item is missing or invalid. The data 

cleaning process, as in one embodiment of the present invention provides traceability to 

all data elements for which defaults have been used.  

The following description is the best mode presently contemplated for carrying out the 

present invention. This description is made for the purpose of illustrating the general 

principles of the present invention and is not meant to limit the inventive concepts 

claimed herein. Further, particular features described herein can be used in combination 

with other described features in each of the various possible combinations and 

permutations. Unless otherwise specifically defined herein, all terms are to be given their 

broadest possible interpretation including meanings implied from the specification as 

well as meanings understood by those skilled in the art and as defined in dictionaries, 

treatises, etc.  

The interest and need for classification of textual data has been particularly strong, and 

several methods of classification have been employed. A discussion of classification 

methods for textual data is described in U.S. Pat. No. 6,192,360 to Dumais, the content and 

substance of which is incorporated herein by reference. The current state of the art in 

commercially used automatic classification systems is either rule based or utilizes 

inductive machine learning, i.e. using manually labeled training examples. Both methods 

typically entail a large manual setup effort compared to transductive methods. The 
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solutions provided by rule based systems or inductive methods are static solutions that 

cannot adapt to drifting classification concepts without manual effort.  

Inductive machine learning is used to ascribe properties or relations to types based on 

tokens (i.e., on one or a small number of observations or experiences); or to formulate 

laws based on limited observations of recurring patterns. Inductive machine learning 

involves reasoning from observed training cases to create general rules, which are then 

applied to the test cases. Particularly, preferred embodiments use transductive machine 

learning techniques. Transductive machine learning is a powerful method that does not 

suffer from these disadvantages. Transductive machine techniques may be capable of 

learning from a very small set of labeled training examples, automatically adapting to 

drifting classification concepts, and automatically correcting the labeled training 

examples. These advantages make transductive machine learning an interesting and 

valuable method for a large variety of commercial applications.  

Transduction learns patterns in data. It extends the concept of inductive learning by 

learning not only from labeled data but also from unlabeled data. This enables 

transduction to learn patterns that are not or only partly captured in the labeled data. As a 

result, transduction can, in contrast to rule based systems or systems based on inductive 

learning, adapt to dynamically changing environments. This capability enables 

transduction to be utilized for document discovery, data cleanup, and addressing drifting 

classification concepts, among other things.  

FIG. 4: a control flow diagram is illustrated showing the method of classification of 

unlabeled data of one embodiment of the present invention. The method 100 begins at 

step 102 and at step 104 accesses stored data 106. The data is stored at a memory 

location and includes labeled data, unlabeled data and at least one predetermined cost 

factor. The data 106 includes data points having assigned labels. The assigned labels 

identify whether a labeled data point is intended to be included within a particular 

category or excluded from a particular category.  

Once data is accessed at step 104, the method of one embodiment of the present invention 

at step 108 then determines the label prior probabilities of the data point using the label 

information of data point. Then, at step 110 the expected labels of the data point are 

determined according to the label prior probability. With the expected labels calculated in 

step 110, along with the labeled data, unlabeled data and cost factors, step 112 includes 

iterative training of the transductive MED classifier by the scaling of the cost factor 

unlabeled data points. In each iteration of the calculation the unlabeled data points' cost 

factors are scaled. As such, the MED classifier learns through repeated iterations of 

calculations. The trained classifier then accessed input data 114 at step 116. The trained 

classifier can then complete the step of classifying input data at step 118 and terminates 

at step 120.  
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It is to be understood that the unlabeled data of 106 and the input data 114 may be 
derived from a single source. As such, the input data/unlabeled data can be used in the 
iterative process of 112 which is then used to classify at 118. Furthermore, one 
embodiment of the present invention contemplates that the input data 114 maybe include 
a feedback mechanism to supply the input data to the stored data at 106 such that the 
MED classifier of 112 can dynamically learn from new data that is input.  

FIG. 5: a control flow diagram is illustrated showing another method of classification of 
unlabeled data of one embodiment of the present invention including user defined prior 
probability information. The method 200 begins at step 202 and at step 204 accesses 
stored data 206. The data 206 includes labeled data, unlabeled data, a predetermined cost 
factor, and prior probability information provided by a user. The labeled data 
of 206 includes data points having assigned labels. The assigned labels identify whether 
the labeled data point is intended to be included within a particular category or excluded 
from a particular category.  

At step 208, expected labels are calculated from the data of 206. The expected labels then 
used in step 210 along with labeled data, unlabeled data and cost factors to conduct 
iterative training of a transductive MED classifier. The iterative calculations of 210 scale 
the cost factors of the unlabeled data at each calculation. The calculations continue until 
the classifier is properly trained. The trained classifier then accessed input data 
at 214 from input data 212. The trained classifier can then complete the step of classifying 
input data at step 216. As with the process and method described in FIG. 4, the input data 
and the unlabeled data may derive from a single source and may be put into the system at 
both 206 and 212. As such, the input data 212 can influence the training at 210 such that 
the process my dynamically change over time with continuing input data.  

In both methods as shown in FIGS. 4 and 5 a monitor may determine whether or not the 
system has reached convergence. Convergence may be determined when the change of 
the hyperplane between each iteration of the MED calculation falls below a 
predetermined threshold value. In an alternative embodiment of the present invention, 
the threshold value can be determined when the change of the determined expected label 
falls below a predetermined threshold value. If convergence is reached, then the iterative 
training process may cease.  

Referring particularly to FIG. 6, illustrated is a more detailed control flow diagram of the 
iterative training process of at least one embodiment of the method of the present 
invention. The process 300 commences at step 302 and at step 304 data is accessed from 
data 306 and may include labeled data, unlabeled data, at least one predetermined cost 
factor, and prior probability information. The labeled data points of 306 include a label 
identifying whether the data point is a training example for data points to be included in 
the designated category or a training example for data points to be excluded form a 
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designated category. The prior probability information of 306 includes the probability 

information of labeled data sets and unlabeled data sets.  

In step 308, expected labels are determined from the data from the prior probability 

information of 306. In step 310, the cost factor is scaled for each unlabeled data set 

proportional to the absolute value of the expected label of a data point. An MED classifier 

is then trained in step 312 by determining the decision function that maximizes the 

margin between the included training and excluded training examples utilizing the 

labeled as well as the unlabeled data as training examples according to their expected 

labels. In step 314 classification scores are determined using the trained classifier of 312.  

In 316 classification scores are calibrated to class membership probability. In step 318, 

label prior probability information is updated according to the class membership 

probability. An MED calculation is performed in step 320 to determine label and margin 

probability distributions, wherein the previously determined classification scores are 

used in the MED calculation.  

As a result, new expected labels are computed at step 322 and the expected labels are 

updated in step 324 using the computations from step 322. At step 326 the method 

determines whether convergence has been achieved. If so, the method terminates at 

step 328. If convergence is not reached, another iteration of the method is completed 

starting with step 310. Iterations are repeated until convergence is reached thus resulting 

in an iterative training of the MED classifier. Convergence may be reached when change of 

the decision function between each iteration of the MED calculation falls below a 

predetermined value. In an alternative embodiment of the present invention, convergence 

may be reached when the change of the determined expected label value falls below a 

predetermined threshold value.  

FIG. 7: is a network architecture 700, in accordance with one embodiment. As shown, a 

plurality of remote networks 702 are provided including a first remote network 704 and a 

second remote network 706. A gateway 707 may be coupled between the remote 

networks 702 and a proximate network 708. In the context of the present network 

architecture 700, the networks 704, 706 may each take any form including, but not 

limited to a LAN, a WAN such as the Internet, PSTN, internal telephone network, etc.  

In use, the gateway 707 serves as an entrance point from the remote networks 702 to the 

proximate network 708. As such, the gateway 707 may function as a router, which is 

capable of directing a given packet of data that arrives at the gateway 707, and a switch, 

which furnishes the actual path in and out of the gateway 707 for a given packet.  

Further included is at least one data server 714 coupled to the proximate network 708, 

and which is accessible from the remote networks 702 via the gateway 707. It should be 

noted that the data server(s) 714 may include any type of computing device/groupware.  
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Coupled to each data server 714 is a plurality of user devices 716. Such user 

devices 716 may include a desktop computer, lap-top computer, hand-held computer, 

printer or any other type of logic. It should be noted that a user device 717 may also be 

directly coupled to any of the networks, in one embodiment.  

A facsimile machine 720 or series of facsimile machines 720 may be coupled to one or 

more of the networks 704, 706, 708. It should be noted that databases and/or additional 

components may be utilized with, or integrated into, any type of network element 

coupled to the networks 704, 706, 708. In the context of the present description, a 

network element may refer to any component of a network.  

FIG. 8: shows a representative hardware environment associated with a user 

device 716 of FIG. 7, in accordance with one embodiment. Such FIG. illustrates a typical 

hardware configuration of a workstation having a central processing unit 810, such as a 

microprocessor, and a number of other units interconnected via a system bus 812.  

The workstation shown in FIG. 8 includes a Random Access Memory (RAM) 814, Read 

Only Memory (ROM) 816, an I/O adapter 818 for connecting peripheral devices such as 

disk storage units 820 to the bus 812, a user interface adapter 822 for connecting a 

keyboard 824, a mouse 826, a speaker 828, a microphone 832, and/or other user 

interface devices such as a touch screen and a digital camera (not shown) to the bus 812, 

communication adapter 834 for connecting the workstation to a communication 

network 835 (e.g., a data processing network) and a display adapter 836 for connecting 

the bus 812 to a display device 838.  

Referring particularly to FIG. 9 there is shown the apparatus 414 of one embodiment of 

the present invention. One embodiment of the present invention comprises in memory 

device 404 for storing labeled data 416. The labeled data points 416 each include a label 

indicating whether the data point is a training example for data points being included in 

the designated category or a training example for data points being excluded from a 

designated category. Memory 404 also stores unlabeled data 418, prior probability 

data 420 and the cost factor data 422.  

The processor 402 accesses the data from the memory 404 and using transductive MED 

calculations trains a binary classifier enable it to classify unlabeled data. The 

processor 402 uses iterative transductive calculation by using the cost factor and training 

examples from labeled and unlabeled data and scaling that cost factor as a function of 

expected label value thus effecting the data of the cost factor data 422 which is then re

input into processor 402. Thus the cost factor 422 changes with each iteration of the MED 

classification by the processor 402. Once the processor 402 adequately trains an MED 

classifier, the processor can then construct the classifier to classify the unlabeled data into 

classified data 424.  
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FIG. 10: labeled data points are received at step 1002, where each of the labeled data 

points has at least one label which indicates whether the data point is a training example 

for data points for being included in a designated category or a training example for data 

points being excluded from a designated category. In addition, unlabeled data points are 

received at step 1004, as well as at least one predetermined cost factor of the labeled data 

points and unlabeled data points. The data points may contain any medium, e.g. words, 

images, sounds, etc. Prior probability information of labeled and unlabeled data points 

may also be received. Also, the label of the included training example may be mapped to a 

first numeric value, e.g. +1 , etc., and the label of the excluded training example may be 

mapped to a second numeric value, e.g. -1 , etc. In addition, the labeled data points, 

unlabeled data points, input data points, and at least one predetermined cost factor of the 

labeled data points and unlabeled data points may be stored in a memory of a computer.  

Further, at step 1006 a transductive MED classifier is trained through iterative calculation 

using said at least one cost factor and the labeled data points and the unlabeled data 

points as training examples. For each iteration of the calculations, the unlabeled data 

point cost factor is adjusted as a function of an expected label value, e.g. the absolute 

value of the expected label of a data point, etc., and a data point label prior probability is 

adjusted according to an estimate of a data point class membership probability, thereby 

ensuring stability. Also, the transductive classifier may learn using prior probability 

information of the labeled and unlabeled data, which further improves stability. The 

iterative step of training a transductive classifier may be repeated until the convergence 

of data values is reached, e.g. when the change of the decision function of the transductive 

classifier falls below a predetermined threshold value, when the change of the determined 

expected label value falls below a predetermined threshold value, etc.  

Additionally, in step 1008 the trained classifier is applied to classify at least one of the 

unlabeled data points, the labeled data points, and input data points. Input data points 

may be received before or after the classifier is trained, or may not be received at all. Also, 

the decision function that minimizes the KL divergence to the prior probability 

distribution of the decision function parameters given the included and excluded training 

examples may be determined utilizing the labeled as well as the unlabeled data points as 

learning examples according to their expected label. Alternatively, the decision function 

may be determined with minimal KL divergence using a multinomial distribution for the 

decision function parameters.  

In step 1010 a classification of the classified data points, or a derivative thereof, is output 

to at least one of a user, another system, and another process. The system may be remote 

or local. Examples of the derivative of the classification may be, but are not limited to, the 

classified data points themselves, a representation or identifier of the classified data 

points or host file/document, etc.  
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The computer executable program code is deployed to and executed on a computer 

system. This program code comprises instructions for accessing stored labeled data 

points in a memory of a computer, where each of said labeled data points has at least one 

label indicating whether the data point is a training example for data points for being 

included in a designated category or a training example for data points being excluded 

from a designated category. In addition, the computer code comprises instructions for 

accessing unlabeled data points from a memory of a computer as well as accessing at least 

one predetermined cost factor of the labeled data points and unlabeled data points from a 

memory of a computer. Prior probability information of labeled and unlabeled data points 

stored in a memory of a computer may also be accessed. Also, the label of the included 

training example may be mapped to a first numeric value, e.g. +1, etc., and the label of the 

excluded training example may be mapped to a second numeric value, e.g. -1, etc.  

Further, the program code comprises instructions for training a transductive classifier 

through iterative calculation, using the at least one stored cost factor and stored labeled 

data points and stored unlabeled data points as training examples. Also, for each iteration 

of the calculation, the unlabeled data point cost factor is adjusted as a function of the 

expected label value of the data point, e.g. the absolute value of the expected label of a 

data point. Also, for each iteration, the prior probability information may be adjusted 

according to an estimate of a data point class membership probability. The iterative step 

of training a transductive classifier may be repeated until the convergence of data values 

is reached, e.g. when the change of the decision function of the transductive classifier falls 

below a predetermined threshold value, when the change of the determined expected 

label value falls below a predetermined threshold value, etc.  

Additionally, the program code comprises instructions for applying the trained classifier 

to classify at least one of the unlabeled data points, the labeled data points, and input data 

points, as well as instructions for outputting a classification of the classified data points, 

or derivative thereof, to at least one of a user, another system, and another process. Also, 

the decision function that minimizes the KL divergence to the prior probability 

distribution of the decision function parameters given the included and excluded training 

examples may be determined utilizing the labeled as well as the unlabeled data as 

learning examples according to their expected label.  

The processing apparatus comprises at least one memory for storing: (i) labeled data 

points, wherein each of said labeled data points have at least one label indicating whether 

the data point is a training example for data points being included in a designated 

category or a training example for data points being excluded from a designated category; 

(ii) unlabeled data points; and (iii) at least one predetermined cost factor of the labeled 

data points and unlabeled data points. The memory may also store prior probability 

information of labeled and unlabeled data points. Also, the label of the included training 
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example may be mapped to a first numeric value, e.g. +1 , etc., and the label of the 

excluded training example may be mapped to a second numeric value, e.g. -1, etc.  

In addition, the data processing apparatus comprises a transductive classifier trainer to 

iteratively teach the transductive classifier using transductive Maximum Entropy 

Discrimination (MED) using the at least one stored cost factor and stored labeled data 

points and stored unlabeled data points as training examples. Further, at each iteration of 

the MED calculation the cost factor of the unlabeled data point is adjusted as a function of 

the expected label value of the data point, e.g. the absolute value of the expected label of a 

data point, etc. Also, at each iteration of the MED calculation, the prior probability 

information may be adjusted according to an estimate of a data point class membership 

probability. The apparatus may further comprise a means for determining the 

convergence of data values, e.g. when the change of the decision function of the 

transductive classifier calculation falls below a predetermined threshold value, when the 

change of the determined expected label values falls below a predetermined threshold 

value, etc., and terminating calculations upon determination of convergence.  

In addition, a trained classifier is used to classify at least one of the unlabeled data points, 

the labeled data points, and input data points. Further, the decision function that 

minimizes the KL divergence to the prior probability distribution of the decision function 

parameters given the included and excluded training examples may be determined by a 

processor utilizing the labeled as well as the unlabeled data as learning examples 

according to their expected label. Also, a classification of the classified data points, or 

derivative thereof, is output to at least one of a user, another system, and another process.  

A article of manufacture comprises a program storage medium readable by a computer, 

where the medium tangibly embodies one or more programs of instructions executable 

by a computer to perform a method of data classification. In use, labeled data points are 

received, where each of the labeled data points has at least one label which indicates 

whether the data point is a training example for data points for being included in a 

designated category or a training example for data points being excluded from a 

designated category. In addition, unlabeled data points are received, as well as at least 

one predetermined cost factor of the labeled data points and unlabeled data points. Prior 

probability information of labeled and unlabeled data points may also be stored in a 

memory of a computer. Also, the label of the included training example may be mapped to 

a first numeric value, e.g. +1, etc., and the label of the excluded training example may be 

mapped to a second numeric value, e.g. -1, etc.  

Further, a transductive classifier is trained with iterative Maximum Entropy 

Discrimination (MED) calculation using the at least one stored cost factor and the stored 

labeled data points and the unlabeled data points as training examples. At each iteration 

of the MED calculation, the unlabeled data point cost factor is adjusted as a function of an 
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expected label value of the data point, e.g. the absolute value of the expected label of a 
data point, etc. Also, at each iteration of the MED calculation, the prior probability 
information may be adjusted according to an estimate of a data point class membership 
probability. The iterative step of training a transductive classifier may be repeated until 
the convergence of data values is reached, e.g. when the change of the decision function of 
the transductive classifier falls below a predetermined threshold value, when the change 
of the determined expected label value falls below a predetermined threshold value, etc.  

Additionally, input data points are accessed from the memory of a computer, and the 
trained classifier is applied to classify at least one of the unlabeled data points, the labeled 
data points, and input data points. Also, the decision function that minimizes the KL, 
divergence to the prior probability distribution of the decision function parameters given 
the included and excluded training examples may be determined utilizing the labeled as 
well as the unlabeled data as learning examples according to their expected label. Further, 
a classification of the classified data points, or a derivative thereof, is output to at least 
one of a user, another system, and another process.  

A method for classification of unlabeled data in a computer-based system is presented. In 
use, labeled data points are received, each of said labeled data points having at least one 
label indicating whether the data point is a training example for data points for being 
included in a designated category or a training example for data points being excluded 
from a designated category. Additionally, labeled and unlabeled data points are received, 
as are prior label probability information of labeled data points and unlabeled data points.  
Further, at least one predetermined cost factor of the labeled data points and unlabeled 
data points is received.  

Further, the expected labels for each labeled and unlabeled data point are determined 
according to the label prior probability of the data point. The following sub steps are 
repeated until substantial convergence of data values: 

1. generating a scaled cost value for each unlabeled data point proportional to 
the absolute value of the data point's expected label; 

2. training a Maximum Entropy Discrimination (MED) classifier by 
determining the decision function that minimizes the KL divergence to the 
prior probability distribution of the decision function parameters given the 
included training and excluded training examples utilizing the labeled as 
well as the unlabeled data as training examples according to their expected 
label; 

3. determining the classification scores of the labeled and unlabeled data 
points using the trained classifier; 

4. calibrating the output of the trained classifier to class membership 
probability; 
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S. updating the label prior probabilities of the unlabeled data points according 
to the determined class membership probabilities; 

6. determining the label and margin probability distributions using Maximum 
Entropy Discrimination (MED) using the updated label prior probabilities 
and the previously determined classification scores; 

7. computing new expected labels using the previously determined label 
probability distribution; and 

8. updating expected labels for each data point by interpolating the new 
expected labels with the expected label of previous iteration.  

Also, a classification of the input data points, or derivative thereof, is output to at least one 
of a user, another system, and another process.  

Convergence may be reached when the change of the decision function falls below a 
predetermined threshold value. Additionally, convergence may also be reached when the 
change of the determined expected label value falls below a predetermined threshold 
value. Further, the label of the included training example may have any value, for 
example, a value of +1 , and the label of the excluded training example may have any 
value, for example, a value of -1.  

The invention, a method for classifying documents is presented in FIG. 11. In use, at least 
one seed document having a known confidence level is received in step 1100, as well as 
unlabeled documents and at least one predetermined cost factor. The seed document and 
other items may be received from a memory of a computer, from a user, from a network 
connection, etc., and may be received after a request from the system performing the 
method. The at least one seed document may have a label indicative of whether the 
document is included in a designated category, may contain a list of keywords, or have 
any other attribute that may assist in classifying documents. Further, in step 1102 a 
transductive classifier is trained through iterative calculation using the at least one 
predetermined cost factor, the at least one seed document, and the unlabeled documents, 
wherein for each iteration of the calculations the cost factor is adjusted as a function of an 
expected label value. A data point label prior probability for the labeled and unlabeled 
documents may also be received, wherein for each iteration of the calculations the data 
point label prior probability may be adjusted according to an estimate of a data point 
class membership probability.  

Additionally, after at least some of the iterations, in step 1104 confidence scores are 
stored for the unlabeled documents, and identifiers of the unlabeled documents having 
the highest confidence scores are output in step 1106 to at least one of a user, another 
system, and another process. The identifiers may be electronic copies of the document 
themselves, portions thereof, titles thereof, names thereof, file names thereof, pointers to 
the documents, etc. Also, confidence scores may be stored after each of the iterations, 
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wherein an identifier of the unlabeled document having the highest confidence score after 
each iteration is output.  

The invention is capable of discovering patterns that link the initial document to the 
remaining documents. The task of discovery is one area where this pattern discovery 
proves particularly valuable. For instance, in pre-trial legal discovery, a large amount of 
documents has to be researched with regard to possible connections to the lawsuit at 
hand. The ultimate goal is to find the "smoking gun." In another example, a common task 
for inventors, patent examiners, as well as patent lawyers is to evaluate the novelty of a 
technology through prior art search. In particular, the task is to search all published 
patents and other publications and find documents within this set that might be related to 
the specific technology that is examined with regard to its novelty.  

The task of discovery involves finding a document or a set of documents within a set of 
data. Given an initial document or concept, a user may want to discover documents that 
are related to the initial document or concept. However, the notion of relationship 
between the initial document or concept and the target documents, i.e. the documents 
that are to be discovered, is only well understood after the discovery has taken place. By 
learning from labeled and unlabeled documents, concepts, etc., the invention can learn 
patterns and relationships between the initial document or documents and the target 
documents.  
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WE CLAIMS 

1. Our invention" IML- Data Cleaning "is a system and article of manufacture enabling 

adapting to a shift in document content and also the instructions for receiving at 

least one labeled mapped seed document receiving unlabeled mapped documents 

receiving at least one predetermined cost factor training data a transductive 

classifier using the at least one predetermined cost factor calculated data and at 

least one seed document and the unlabeled documents. The invention also 

classifying the unlabeled documents having a confidence level above a predefined 

threshold into a plurality of indexing and categories using the classifier 

reclassifying at least some of the categorized documents into the categories using 

the classifier and outputting identifiers of the categorized documents to at least 

one of a user another system and another process. The invented systems and 

articles of also manufacture for separating documents are also presented and the 

systems and articles of manufacture for document searching are also presented a 

business and other information service provides data cleansing to correct and 

update both domestic and global addresses. The invented system a integrate and 

combination of processes generates cleansed data for input into a matching and 

mapping process and the matching, the mapping process matches information 

about a business. The invented technology data cleaning process includes the steps 

of validating data loaded from at least two source systems appending the validated 

data to a normalized data cleaning repository selecting the priority of the source 

system creating a clean database loading the consistent, normalized, and cleansed 

data from the clean database into a format required by data systems and software 

tools using the data. The invented technology also creating reports and updating 

the clean database by a user without updating the source systems. The data 

cleaning process distributed and collecting, analyzing data from available sources 

for optimization models enabling consistent analysis. The invented technology the 

data cleaning process further provides complete auditability to the inputs and 

outputs of data systems and software tools that use a dynamic data set.  

2. According to claim# the invention is to a system and article of manufacture 

enabling adapting to a shift in document content and also the instructions for 

receiving at least one labeled mapped seed document receiving unlabeled mapped 

documents receiving at least one predetermined cost factor training data a 

transductive classifier using the at least one predetermined cost factor calculated 

data and at least one seed document and the unlabeled documents.  

3. According to claim,2# the invention is to the invention also classifying the 

unlabeled documents having a confidence level above a predefined threshold into 

a plurality of indexing and categories using the classifier reclassifying at least some 

of the categorized documents into the categories using the classifier and 

23



outputting identifiers of the categorized documents to at least one of a user 
another system and another process.  

4. According to claim,2,3# the invention is to the invented systems and articles of 
also manufacture for separating documents are also presented and the systems 
and articles of manufacture for document searching are also presented a business 
and other information service provides data cleansing to correct and update both 
domestic and global addresses.  

5. According to claim,2,4# the invention is to the invented system a integrate and 
combination of processes generates cleansed data for input into a matching and 
mapping process and the matching, the mapping process matches information 
about a business.  

6. According to claim,2,4,5# the invention is to the invented technology data 
cleaning process includes the steps of validating data loaded from at least two 
source systems appending the validated data to a normalized data cleaning 
repository selecting the priority of the source system creating a clean database 
loading the consistent, normalized, and cleansed data from the clean database into 
a format required by data systems and software tools using the data.  

7. According to claiml,2,5# the invention is to the invented technology also creating 
reports and updating the clean database by a user without updating the source 
systems. The data cleaning process distributed and collecting, analyzing data from 
available sources for optimization models enabling consistent analysis.  

8. According to claiml,2,4,6,7# the invention is to the invented technology the data 
cleaning process further provides complete auditability to the inputs and outputs 
of data systems and software tools that use a dynamic data set.  
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FIG.1: DATA CLEANING BLOCK DIAGRAM. 
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FIG.2: DATA CLEANING PROCESS. 
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FIG.3: DATA CLEANING IMPORTANCE. 

 

FIG. 4: IS A CONTROL FLOW DIAGRAM FOR THE CLASSIFICATION OF UNLABELED DATA IN WITH ONE OF THE 
INVENTION USING A SCALED COST FACTOR. 
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FIG. 5: IS A CONTROL FLOW DIAGRAM FOR THE CLASSIFICATION OF UNLABELED DATA IN ACCORDANCE 
WITH ONE OF THE INVENTION USING USER DEFINED PRIOR PROBABILITY INFORMATION. 
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FIG. 6: IS A DETAILED CONTROL FLOW DIAGRAM FOR THE CLASSIFICATION OF UNLABELED DATA IN 
ACCORDANCE WITH ONE EMBODIMENT OF THE INVENTION USING MAXIMUM ENTROPY DISCRIMINATION 

WITH SCALED COST FACTORS AND PRIOR PROBABILITY INFORMATION. 
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FIG. 7: IS A NETWORK DIAGRAM ILLUSTRATING A NETWORK ARCHITECTURE IN WHICH THE VARIOUS 
DESCRIBED HEREIN MAY BE IMPLEMENTED. 
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FIG. 8: IS A SYSTEM DIAGRAM OF A REPRESENTATIVE HARDWARE ENVIRONMENT ASSOCIATED WITH A USER 
DEVICE. 

 

FIG. 9: IS A BLOCK DIAGRAM REPRESENTATION OF THE APPARATUS OF ONE EMBODIMENT OF THE PRESENT 
INVENTION. 
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FIG. 10: IS A FLOWCHART, A CLASSIFICATION PROCESS. 

 

FIG. 11: IS A FLOWCHART, A CLASSIFICATION PROCESS PERFORMED BY IN ACCORDANCE WITH ONE 
EMBODIMENT. 
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